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Happy New Year, and welcome to Volume 4, Number 1 of  the FabTime Cycle Time
Management Newsletter. We have several announcements this month. First of  all, we’re
very pleased to announce that AMD’s Fab25 has upgraded to the latest version of  our
cycle time management software, and is working with us on implementing the new “qual-
ity moves” metric that we described last month. We also call your attention to our newly
re-designed website. We think that you’ll find it easier to find the information that you
need. Finally, we have announcements from Scott Mason (University of  Arkansas) and V.
A. Ames (Productivity System innovation).

In this month’s subscriber discussion forum we have responses from Phil Fontes (NEC
Electronics) and two other anonymous subscribers to our recent topics regarding operator
productivity. Our main article this month is about quantifying variability in wafer fabs. We
have talked many times about how wafer fab cycle time can be reduced by reducing fab
variability. In this article, we describe a metric for quantifying this variability (coefficient
of variation), and discuss how to calculate it for times between arrivals and for process
times. We believe that by measuring variability, particularly relative levels of  variability at
individual tool groups and operations, readers will be better able to identify potential
improvement areas.

Thanks for reading!—Jennifer
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Community News/Announcements
AMD Fab 25 Upgrades to Version 4.0
of FabTime Cycle Time Software,
Begins Project with FabTime on Qual-
ity Moves Metric
Menlo Park, CA. December 11, 2002 -
FabTime Inc. today announced that AMD
Fab 25 in Austin, Texas has upgraded to
Version 4.0 of  FabTime’s cycle time
management software for wafer fabs. Fab
25 has been in volume production of 32
Megabit and 64 Megabit Flash memory
devices using 0.17 micron technology since
May of 2002, and has begun implementa-
tion of  0.13 micron technology.

“FabTime has been very responsive to our
development requests,” said Mike Hillis,
Fab25 Cycle Time and Line Yield Im-
provement Manager. “Our FabTime users
have quickly taken advantage of  Version
4.0, particularly its ability to slice and re-
slice fab performance metrics to highlight
trends and trouble spots.”

AMD and FabTime have also begun a
project to implement a new performance
metric known as “quality moves.” Quality
moves are designed to measure, on a shift-
by-shift basis, the best performance that
can be achieved given the shift’s initial
WIP profile and resource availability.
“Long-term goals are useful,” said Mike
Hillis, “but short-term conditions can
make those goals impossible to achieve, or
not aggressive enough, for a given shift.
The quality moves metric gives us a daily
target that is meaningful to shift managers,
because it recognizes short-term con-
straints.”

FabTime is designed to give wafer fab
managers and their staff  the information
that they need, in real-time, to run their
fabs effectively. FabTime extracts opera-
tional data from the fab manufacturing
execution system (MES) every five min-

utes, and processes this data into a SQL
Server data warehouse. Users can then
access a comprehensive system of cycle
time-related charts and alerts via a web
browser from anywhere within the corpo-
rate Intranet. More information about
FabTime’s software is available at
www.fabtime.com/software.htm.

FabTime Website Re-Design
FabTime is pleased to announce a com-
plete re-design of our public website,
www.FabTime.com. Top-level sections
now describe our three primary offerings:
cycle time improvement consulting, cycle
time management training, and our
FabTime software. Other sections include
the Newsletter (with abstracts to past
issues), our Library (including bibliogra-
phies, conference directory, tutorials, and
downloadable technical papers), and the
standard About, Contact, and Search areas.
We think that you’ll find the new website
easier to navigate, to find the information
that you need. We welcome your feedback.

Doctoral Fellowship in Semiconductor
Wafer Fab Scheduling at the University
of Arkansas
Scott Mason, Director of the Razorback
Electronics Manufacturing Laboratory at
the University of Arkansas, submitted the
following announcement. “I am pleased to
announce that I was recently awarded a
Distinguished Doctoral Fellowship posi-
tion for a new PhD student to work with
me in my semiconductor wafer fab sched-
uling research. This fellowship is for
$30,000 per year for up to 4 years. Require-
ments of the PhD student include course
work, independent research, and poten-
tially teaching a maximum of one indus-
trial engineering course per fall and spring
semester.”

More information, including required
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The Impact of Staffing on Cycle Time
Philip Fontes of  NEC Electronics wrote
not to address the specific questions that
we asked in Issue 3.09, but because he had
questions about two aspects of last
month’s article. First, he raised the point
that the values that we gave in our ex-
ample as the M/M/3 queueing results (for
the case without operator constraints) did
not quite match what one would get from
entering the values in the Queueing
ToolPak spreadsheet add-in that we
recommended. The reason for this discrep-
ancy was that we did not use the Queueing
ToolPak for this example, but instead used
our Operating Curve Generator spread-
sheet. There is a slight difference in the
approximations used by these different
tools, and we also rounded slightly to use a

value already included in our operating
curve spreadsheet. So, we thank Phil for
his careful attention to the results, and we
wanted to explain this here, in case anyone
else was puzzled.

Phil also raised this issue: “I am perplexed
with the notion of “...forced idle time
drives up equipment utilization.” That
seams so counter-intuitive, because you
don’t get more wafers out when your tool
sits idle due to operator unavailability to
load/unload lots. People usually equate
increased productivity with higher tool
utilization. Of course, the only way to get
a higher ratio is to take some time out of
the denominator: (Productive Time) /
(Productive Time + Standby Time.) So, the
point of contention becomes, “why don’t

Subscriber Discussion Forum

applicant qualifications, is available at
http://remlab.ineg.uark.edu. Interested
students should contact:

Scott J. Mason, PhD, PE
Asst. Professor of Industrial Engineering
Graduate Studies Chair
mason@uark.edu

Job Change Announcement - V.A.
Ames
V.A. Ames submitted the following an-
nouncement. “I am longer working at
Applied Materials and have decided to
start my own consulting business called
“Productivity System innovations (PSi).”
The business will focus on improving
manufacturing productivity by identifying
and eliminating equipment performance
inefficiencies and variations. This applies
to any type of manufacturing facility or
equipment supplier.

A four-step improvement process is de-
signed to provide fast results and high ROI
by enhancing skills, increasing productiv-
ity, and decreasing cycle time and costs. I
am also able to help with TPM and OEE
implementation and the definition of
equipment performance reporting, espe-
cially in the area of  e-diagnostics.

I can be reached at 512-762-5459 or by
email at productivitysi@austin.rr.com or
vames@austin.rr.com. It would be great to
hear from all my old friends and acquain-
tances that subscribe to your newsletter.”

FabTime welcomes the opportunity to
publish community news and announce-
ments. Simply send them to Jennifer.-
Robinson@FabTime.com.
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you include forced idle time in Standby
time?” Since Line Maintenance has the
responsibility of keeping the tools “avail-
able”, and Production has the responsibil-
ity of keeping the tools “staffed”, it seams
unfair to skew [increase] utilization num-
bers when Production has not made greater
use of  the tool’s “available” time.”

FabTime’s response to this point was that
for cycle time we’re interested in looking at
the situation from the lot’s point of  view.
From the lot’s perspective, that forced idle
time is not standby time. The lot is waiting
during that time, just as if the tool was
unavailable. And this is what drives up
cycle time. For us, it’s not a question of
fairness between maintenance and produc-
tion; it’s a question of  what definition of
utilization is the one that drives cycle time.
Consider the extreme case, where you need
any operator, but the operator is never
available during the tool’s available time.
Then the lots can never be processed, and
the cycle time increases to infinity, just as
in the case where you have no equipment
idle time.

In response to this, Phil suggested the
following: “If forced-idle time is only
expressed in increased utilization numbers,
it would definitely mask the opportunity
production has in improving staffing
effectiveness or increasing staffing levels
for greater output capability. This brings
me back to a thought I had about trying to
break-out “good” idle time (no lots avail-
able) vs. “bad” forced idle time (work, but
no operator available) for a better view of
PEE (Production Equipment Efficiency)
instead of reporting the more readily
calculated OEE.”

We think that Phil makes two excellent
points here. The first is that it’s all very
well to include forced idle time due to no
operator as part of tool utilization (not as
part of  regular standby time), but it’s still

important to measure this time, so that it
can be reduced. This also ties back in
nicely to Phil’s second point, that by
understanding “good” idle time vs. “bad”
idle time we can tie back in to the Produc-
tion Equipment Efficiency (PEE) calcula-
tions that we discussed back in Issue 3.01.

Wafer Moves Per Operator
In the last newsletter article, David Chia
of Chartered Semiconductor Manufactur-
ing asked: “Along the discussion on opera-
tor staff  impacting capacity, I have a
question on “what is the typical wafer
moves per operator expected?” There is a
measurement on how we staff operators
verses number of equipment etc etc."

One of our subscribers has taken the
trouble to respond in detail to this ques-
tion. We think that you’ll find it useful. He
raises the excellent point that the answer
to this question often depends on fab
loading, as illustrated below.

“We find our Operator productivity is
heavily influenced by the % Utilization of
our Fab capacity. We typically plan Opera-
tor requirements (and track overall average
productivity) based on Mask Alignments
per Operator per Day. I’ve converted this
to equivalent Lot Step Moves per Operator
per Shift.

% Utilization 
of Fab 

Capacity 

Mask Aligns / 
Operator / 

Day 

Lot Step 
Moves / 

Operator / 
Shift 

25% 20 23
49% 32 37
70% 39 45
86% 42 48
100% 43 49

where

Mask Aligns / operator / day = Total daily
Mask Alignments (Wafers through Step-
pers) / Total Operators on payroll.
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Lot Step Moves / operator / shift =
Number of  “Track-ins” per operator per
shift  = Total (lot) Step Moves on a Shift /
Total Operators on a Shift.

Operators = Direct Labor = all Manufac-
turing Non-Exempts (includes Test Wafer
associates, reticles group, manufacturing
trainers, etc.).

These are the Planning numbers. Typically,
unless we’re in a ramp-up situation, we find
that our average productivity is about 10%
below our Planning goal.”

Workload Analysis and Productivity
Improvement Using Video Footage
Another subscriber brought to our atten-
tion an interesting approach to staffing
analysis, presented in a paper from the
ISSM 2002 Conference (International
Symposium on Semiconductor Manufactur-
ing), in Tokyo, Japan. Production Engi-
neers at FASL in Japan used video footage
to analyze manpower requirements. The
full reference and abstract are included

below. This paper is not available from
FabTime. You can purchase the complete
conference proceedings on CD-ROM from
the ISSM website (http://www.issm.com/)
for 10,500 Japanese Yen (about $87 US).

Y. Ishii, “Workload Analysis and Produc-
tivity Improvement Using Video Footage,”
Proceedings of the 2002 International
Symposium on Semiconductor Manufactur-
ing (ISSM2002), Tokyo, Japan, 2002.

Abstract: In the past, our calculation of the
manpower required for production plans
was not based on any theory. However,
current needs to reduce costs, driven by
changing markets and stiffening competi-
tion, have made it necessary for us to
indicate manpower requirements for
production in numeric values on the basis
of  theory. We initiated analysis of  every
type of operation that we had not previ-
ously been able to evaluate with numeric
values.

Operator Productivity Goals

0
5

10
15
20
25
30
35
40
45
50

25% 49% 70% 86% 100%

# Utilization of Fab Capacity

M
as

k 
A

Li
gn

s 
/ D

L 
/ D

ay

0

10

20

30

40

50

60

M
ov

es
/ /

 O
pe

ra
to

r /
 S

hi
ft

Page 5



FabTime
Cycle Time
Management
Newsletter

Volume 4,  No. 1

Introduction
Two things primarily drive cycle time in a
wafer fab: utilization and variability. When
there is any variability in the fab (and there
always is some variability), cycle time
through each tool group (and hence
through the fab) will tend to increase with
utilization. This increase is non-linear, and
grows more rapid as utilization approaches
capacity. The result is the familiar operat-
ing curve of  cycle time vs. utilization.
People who run fabs are well aware of  this
phenomenon, and they try to leave a buffer
of slack capacity (standby time) on most
tools, to avoid that steep part of the
operating curve.

Variability affects the shape of  the operat-
ing curve. Increased variability in either
times between arrivals or in process times
will tend to drive up cycle time. A rela-
tively inexpensive way to reduce fab cycle
times, then, is to decrease variability.
Decreasing variability will move the
operating curve down, and let you operate
with a smaller capacity buffer, at the same
overall cycle time, without paying for extra
tools or operators.

We have talked in earlier issues about
some of the things that contribute to wafer
fab variability: unreliable equipment, batch
processing at furnaces, setups, batch lot
releases, reentrant flow, product mix, and
operator unavailability, to name a few.
What we have not talked about in detail is
how to measure wafer fab variability. Since
the first step to improving something is to
measure and understand it, in this issue we
will discuss how to quantify the amount of
variability in your fab, using data from your
MES.

Arrival Time Variability vs. Process
Time Variability
In our cycle time management class, we

ask people which they think hurts cycle
time more: process time variability or
variability in the time between arrivals.
Most people think that arrival process
variability is bigger culprit. In fact, if  you
have the same amount of variability in the
times between arrivals that you have in the
process times, then they will have the same
impact on cycle time. This comes from the
following formula, where X-factor is actual
cycle time divided by theoretical (raw)
process time.

XFactor ~= 1 + [Utilization/(1-Utiliza-
tion)] * [Variability Factor]

where Variability Factor is the sum of
arrival variability and process time variabil-
ity

Variability Factor = (CVa
2 + CVp

2)/2,
where

CVa = Coefficient of  variation for inter-
arrival times (the time between arrivals)

CVp = Coefficient of variation for process
times

Coefficient of Variation
The above formula means that these two
coefficients of  variation (CVa and CVp)
should be excellent indicators of the
amount of  variability in your fab. You can
calculate both coefficients of variation for
the entire fab, or you can calculate them at
a lower level (by area, operation,
toolgroup, tool, etc.). Coefficient of
variation is a statistical measure that you
can use to get a sense of how much varia-
tion there is in a set of  individual values.
The calculations are very simple.

Coefficient of  Variation = Standard
Deviation / Average

Quantifying Wafer Fab Variability
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Standard deviation measures how widely
values are dispersed from the average
value, and average is then used to scale the
values for comparison in coefficient of
variation.

Arrival Process Variation
Times between arrivals are relatively easy
to record from MES data. You simply
record the “time in” for each lot, and
compare that to the “time in” for the most
recent previous lot. You can do this look-
ing at arrivals to all operations, or you can
be more specific, and only record “time in”
for arrivals to a particular operation.

For example, suppose that we have the
following series of lot arrivals to an indi-
vidual operation:

Time Lot Number
 6:00 1
 7:00 2
 8:00 3
 9:00 4
10:00 5

The series of times between arrivals is:

Time between Lot 1 and Lot 2 = 1 hr.
Time between Lot 2 and Lot 3 = 1 hr.
Time between Lot 3 and Lot 4 = 1 hr.
Time between Lot 4 and Lot 5 = 1 hr.

And we have the series of interarrival
times {1, 1, 1, 1}

In this case, the standard deviation of the
interarrival times is zero (because the
values are not at all dispersed - they are all
the same), the average value is one, and
hence CVa = 0 / 1 = 0. This is the (highly
unlikely) no variability, or constant arriv-
als, case.

Suppose, however, that the times between
arrivals are much more variable, like the
following:

Time Lot Number
 6:00  1
 6:05  2
10:00  3
14:30  4
14:40  5
14:57  6
16:12  7
22:18  8
01:45  9
01:50 10

Then the series of times between arrivals,
or interarrival times, is:

Time between Lot 1 and Lot 2 = 5
min.

Time between Lot 2 and Lot 3 = 3
hours, 55 min. = 235 min.

Time between Lot 3 and Lot 4 = 4
hours, 30 min. = 270 min.

Time between Lot 4 and Lot 5 = 10
min.

Time between Lot 5 and Lot 6 = 17
min.

Time between Lot 6 and Lot 7 = 1
hour, 15 min. = 75 min.

Time between Lot 7 and Lot 8 = 6
hours, 6 min. = 366 min.

Time between Lot 8 and Lot 9 = 3
hours, 27 min. = 207 min.

Time between Lot 9 and Lot 10 = 5
min.

And we have the series of interarrival
times {5,235,270,10,17,75,366,207,5}.

Plugging this into Excel, we get for Stan-
dard Deviation (use the =STDEV func-
tion) 138.6, and for average 132.2.

Then CVa = 138.6/132.2 = 1.05. This
means that these interarrival times are
slightly more variable than an exponential
distribution. An assumption commonly
made in queueing models is that
interarrival times are exponentially distrib-
uted, and so CVa = 1.0.
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What we have observed from calculating
the operation-level coefficient of variation
of interarrival times for data from full-fab
simulation models is that the coefficients
of variation can actually be much larger
than 1.0. We have seen them as high as 4.0
for early operations, when lots are released
into the fab in large batches. Interarrival
times can also be variable downstream
from batch tools. Consider an extreme
case, where a large, one-of-a-kind batch
tool is the only tool feeding a subsequent
non-batch operation. The arrival pattern
might look something like this:

Batch of 8 lots arrives
21 hours go by
Another batch of 8 lots arrives
24 hours go by
Another batch of 8 lots arrives
23 hours go by

The time between arrivals from one lot to
the next within each batch is zero, and the
sequence of interarrival times looks like
this {0,0,0,0,0,0,0,21,0,0,0,0,0,0,0,24,0,0,0,0,0,0,0,23}.
For this sequence (using Excel to calcu-
late), the standard deviation is 7.7 and the
average is 2.8, for a coefficient of variation
of 7.7/2.7 = 2.7 - much larger than the
often-assumed 1.0.

Process Time Variation
Process time variation is actually some-
what harder to capture. In the simplest
case, we can calculate this from MES
transactions:

Process Time = “time out” - “start process
time”

for lots completing processing on each
tool. We can then compute the coefficient
of variation for the series of process time
values. However, now we have a problem
of how to include things like downtime,
setups, operator delays and waiting for
monitor wafers. From the lot’s perspective,

once the lot reaches the front of the queue
and there are no lots currently being
processed on the tool, everything up to
“move out” looks like process time, not
queue time. For a real-world example of
this problem, suppose that you wait in line
for 15 minutes at airport check-in, and you
are at the front of  the line, and there’s only
one gate agent serving your line. Now
suppose that after the gate agent finishes
helping the person in front of you, he or
she leaves for a 10-minute break. That 10
minutes isn’t really queue time - you aren’t
waiting for any other customers to be
processed. The 10 minute delay is pretty
much part of your process time.

To account for this when we estimate
process time variability in the fab, we
would like to have some sort of  observed
process time calculation that computes the
time from when a lot is at the front of the
queue, and ready to be processed (and the
server is not busy processing another lot),
until the lot finishes processing. This gets
tricky, however. For example, suppose that
the machine is not processing, but it is
down for PM, and Lot #1 arrives. We
should start the clock ticking for Lot #1’s
observed process time (if  Lot #1 is the
only lot in queue). But suppose that before
the PM is finished, Lot #2 arrives, and Lot
#2 is a hot lot. We need to turn the ob-
served process time clock for Lot #1 off,
and start the one for Lot #2. So later,
when we ultimately process Lot #1, would
that early queue time be counted as part of
the observed process time for Lot #1? Or
what about when a lot arrives that could
be processed on either of two tools, but
both tools are down, with no other lots in
queue? Do we need to assign the lot to one
of  the two tools now, to simplify the
calculations?

Jacobs et. al. (see reference below), pro-
pose an algorithm for computing the mean
and coefficient of variation of an effective
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process time (which they call EPT) which
takes into account these capacity losses,
and gives results that can be used in
standard queueing formulas such as the G/
G/m approximation. Their method ad-
dresses some of the complexities described
above, but it is beyond the scope of this
newsletter to go through their method in
detail.

Overall, our recommendation is that you
can calculate the coefficient of variation
of the actual process times (move out time
- start process time), but you should be
aware that this is very much a lower bound
on the process time variability. This will
capture variability in the process times due
to product mix/reentrant flow (on one visit
the process time is 10 minutes, but on the
next visit the process time is 12 minutes).
However, this method will not account for
other capacity losses at the tool, such as
downtimes, setups, operator delays, etc. If
you want to estimate that variability, you
can use a method like the one described by
Jacobs et. al., use a full-scale factory
simulation model (in which you explicitly
model the different sources of variability),
or come up with a method on your own for
in some way accounting for this addition
observed process time.

Summary
Variability contributes to observed cycle
times in all wafer fabs. Reducing this
variability is a relatively low cost way to
improve cycle time, and potentially im-
prove your company’s bottom line. You
will find it easier to focus your variability
reduction efforts if you measure the actual
variability in your fab. Coefficient of
variation of  interarrival times (CVa) and
coefficient of variation of process times
(CVp) are good indicators of the amount
of  variability in the fab. Measuring CVa and
CVp at the tool group or operation level
will show you where in the fab variability
is particularly a problem. Measuring them

at the factory level over time will provide
an overall benchmark of whether or not
your variability reduction efforts have been
successful.

Recommendations
We recommend that you begin by measur-
ing coefficient of variation of interarrival
times to specific toolgroups or operations
in your fab. CVa is fairly easy to calculate
from MES WIP transactions, and will
highlight locations in the fab where arrival
variability is likely driving up cycle times.
Of course the accuracy of the results will
depend on how reliably your fab logs move
transactions (if your operators let lots
collect into groups, and then log a whole
bunch of  transactions at once, CVa from
your MES data will look high).

Calculating coefficient of variation of
process times will be more difficult, be-
cause of the impact that certain capacity
losses have on the effective process times
observed by individual lots. As a first pass,
you can calculate CVp based only on the
process time itself. This will provide a
lower bound on the amount of process
time variability. Other methods exist for
estimating the sequence of effective
process times, and will likely demonstrate
much higher values for CVp.

Closing Questions for FabTime Sub-
scribers
Do you measure variability in interarrival
times or process times for your fab? If  so,
do you have this set up as a standard
report from your MES, or is it something
that someone calculates through custom
queries on an occasional basis?

Further Reading
P. Gaboury, “Equipment Process Time

Variability: Cycle Time Impacts,” Future
Fab International, Issue 11. Available from
www.mksinst.com/pdf/IPCeptv.pdf.
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J.H. Jacobs, L.F.P. Etman, E.J.J. van
Campen, J.E. Rooda, “Quantifying Opera-
tional Time Variability: the Missing Param-
eter for Cycle Time Reduction,” Proceedings
of the 12th Annual IEEE/SEMI Advanced
Semiconductor Manufacturing Conference,
Munich (2001). Abstract available at
yp.wtb.tue.nl/showabstract.php/1885

A. Schoemig, “On The Corrupting
Influence Of  Variability In Semiconductor
Manufacturing,” Proceedings of  the 1999
Winter Simulation Conference, 1999. This
paper shows how variability (in the form
of the distribution of tool downtime
events) influences the operating curve of  a
simulated wafer fab. Longer or more
variable downtime events, even at the
same overall percent time down, drive up
cycle time. You can download this paper
free from http://www.informs-cs.org/
wsc99papers/prog99.html. The paper is
not available directly from FabTime.

S. Sokhan-Sanj, G. Gaxiola, G. T.
Mackulak, and F. B. Malmgren, “A Com-
parison of the Exponential and the
Hyperexponential Distributions for Model-
ing Move Requests in a Semiconductor
Fab,” Proceedings of  the 1999 Winter Simula-
tion Conference, 1999. This paper focuses on
the influence of variability in designing an
automated material handling system.
Among other results, the paper compares
the standard deviation of moves per hour
in an actual wafer fab vs. a simulation
wafer fab with exponential time between
creation events. You can download this
paper free from http://www.informs-
cs.org/wsc99papers/prog99.html. The
paper is not available directly from
FabTime.

For more on coefficient of  variation, see
the text Factory Physics, by Hopp and
Spearman. You can find a review, and a
link to this book on Amazon, at
www.FabTime.com/physics.htm.

FabTime Recommendations
The Zero Saga & Confusions with
Numbers
This site explains the history, value of  the
concept, and symbol of  zero, and its role in
mathematics. The site is maintained by a
professor at the University of Baltimore.
You can find the site at ubmail.ubalt.edu/
~harsham/zero/ZERO.HTM. It was
recommended by NetLibrary.

Slipstick Systems Exchange and
Outlook Solutions Website
We don’t know about you, but we use
Microsoft Outlook a LOT. Pretty much all
day every day. Occasionally we run into
quirky behavior. Or we fear running into
quirky behavior if we upgrade to a new
version of Outlook, or when we changed

from running standalone Outlook to
running Exchange Server. Slipstick Sys-
tems is a software/consulting company
that focuses exclusively on Outlook and
Exchange, and has been doing so since
1994. The website contains news about
Outlook/Exchange (patches, product
announcements, etc.), as well as links to
software utilities, how to articles, etc.
Slipstick’s founder, Sue Moser, has pub-
lished a number of books on Outlook, and
makes much of her expertise available at
no charge on the Slipstick website. We use
this website most frequently when we want
to know “Isn’t there an add-in/utility
program that will make Outlook do xxx?”
You can find Slipstick at
www.slipstick.com.
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Analog Devices (7)
Anam Semiconductor (1)
Andes University (1)
Angstrem Ltd. (1)
Applied Materials Corporation (14)
Aralight Corporation (2)
Arch Wireless (1)
Argi Institute of Manufacturing (1)
Arizona State University (9)
Arkansas Tech University (1)
ASE Test (1)
Asia Management Group (1)
Asia Pulp & Paper Corp. (1)
ASM International NV (1)
ASML (4)
Asyst Connectivity Tech, Inc. (2)
ATMEL (4)
AU Optronics Corporation (1)
Australian National University (1)
Automatiseringsteknik (1)
Aventis Pharmaceuticals  (1)
Aviv (1)
Avon (1)
Axcelis Technologies (1)
Axsun Technologies (1)
Babson College (1)
BAE Systems (1)
BHEL (1)
Bond University (1)
Bookham Technology Plc (2)
Boston Scientific (1)
BP Solar (3)
Brooks-PRI (4)
C&D Aerospace (1)
Cabot Microelectronics Ltd. (1)

California Micro Devices (2)
California Polytechnic State University (2)
Cannon Precision (1)
Canon USA (1)
Carsem M Sdn Bhd (6)
Celerity (1)
Celestica (1)
Central Graphics (1)
Centurion Wireless (1)
Chartered Semiconductor Mfg (27)
CIMETECH International Inc. (1)
Clarion Manufacturing Corp Philippines (1)
CMC Electronics (1)
CNRI (1)
Coca-Cola (1)
Cognos (1)
Colliers International (1)
Communicant (2)
Compugraphics International Ltd. (1)
Conexant Systems, Inc. (4)
Continental Device India Ltd. (2)
Cornell University (1)
Corning (2)
C-Port Corporation (1)
Cree, Inc. (1)
Cronos Integrated Microsystems  (1)
CSMC-HJ Co., Ltd. (1)
Cummins Inc. (2)
Cyberfab (1)
Cypress Semiconductor (4)
Dallas Semiconductor (3)
DALSA Semiconductor (2)
Dartmouth College (1)
Datacon Semiconductor Equipment (1)
DeHart Consulting, Inc. (1)
Delphi Delco Electronics Systems (2)
Delta Design (1)
Diamond Productivity Ltd. (1)
Dick Williams and Associates (1)
Digital Optics Corporation (2)
Dow Corning Corporation (1)
Durham ATS Group (4)
E20 Communications (1)
Eastman Kodak Company (17)
Electroglas, Inc. - Statware Division (2)
e-METS Co, Ltd (1)
EM Microelectronic Company (1)
ENSIACET (1)
EPCOS Pte Ltd (1)
EPFL Switzerland (1)
Ernst & Young (1)
eSilicon Corporation (1)
Eskay Corporation (1)
FabOptima GmbH (1)
FabTime (3)
Fairchild Imaging (1)
Fairchild Semiconductor (5)
FEI Company (1)
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Finisar Corporation (1)
Florida Metro University (1)
Fort Wayne Wire Die (1)
Fraunhofer (3)
Front Line Performance (1)
Gebze Institute of  Technology (1)
Genmark Automation (1)
Georgia Tech (2)
GestPro Ltda. (1)
Gintic Institute of  Mfg. Technology (1)
Global Integrated Ventures (1)
Goodrich (1)
HCL Technologies (1)
Headway Technologies (4)
HealthScribe Inc. (1)
Hewlett-Packard Company (1)
Hitachi, Ltd. (1)
Hitachi Nippon Steel Semiconductor (5)
HL Electronics & Engineering (1)
Honeywell (3)
HPL Japan (1)
Huijun Company (HJTC) (1)
Hynix Semiconductor Mfg America Inc. (1)
i2 Technologies (1)
Ibiden Philippines (1)
IBM (13)
ICF Consulting (1)
ICG / Semiconductor FabTech (2)
IDC (7)
I-FAB (1)
IMEC (3)
IMPAQ Electronics - Northeast (1)
Indian Institute of Science (1)
Indian Sugar and General Eng. Corp. (1)
Infineon Technologies (37)
Infinite Graphics Inc. (1)
Infosim Networking Solutions (1)
INNOTECH Corporation (2)
INSEAD (2)
Institut National Polytech. de Grenoble (2)
Integrated Device Technologies (2)
Integrated Technologies Company (2)
Intel Corporation (54)
Intelligent Quality Systems (1)
International Rectifier / HEXAM (5)
Interpro Services (1)
Intersil (3)
Istanbul Technical University (1)
i-Stat (2)
ITI Limited (1)
IZET Innovationszentrum Itzehoe (1)
Jacobs Consultancy (1)
James Nagel Associates (1)
JDS Uniphase (3)
K&S Flip Chip Division (1)
Kav Project (1)
Kaveri Corporation (1)
Ken Rich Associates (1)

Kepner-Tregoe (1)
Keybowl, Inc. (1)
KLA-Tencor (1)
Kymata - Alcatel (1)
Laboratoire d'Automatique de Grenoble (1)
Lexmark International, Inc. (1)
Linear Technology (1)
Litel Instruments (2)
London Business School (1)
LSI Logic (12)
Lynx Photonic Networks (1)
M+W Zander (2)
M2M Group (1)
Macronix International Co. (5)
Managed Outsourcing, Inc. (2)
MASA Group (1)
Maxim Integrated Products, Inc. (3)
Medtronic (16)
MEMS Optical (2)
Merck Sharp & Dohme (1)
Methode Electronics, Inc, (1)
Metrology Group, Inc. (1)
Metrology Perspectives Group (1)
Micrel Semiconductor (6)
Microchip Technology (3)
Micron Technology, Inc. (15)
MicroVision-Engineering GmbH (1)
Mitsubishi Semiconductor Europe (2)
MLI, Inc. (1)
MMC Technology (1)
Motorola Corporation (49)
MTE Associates (1)
Nanometrics (1)
Nanya Technology Corporation (2)
Nanyang Technological University (4)
National Chengchi University Taiwan (1)
National Chiao Tung University (1)
National Microelectronics Institute - UK (1)
National Semiconductor (19)
National Taiwan University (1)
National University of Singapore (2)
NEC Electronics (11)
Nortel Networks (6)
Ohio State University (1)
Oklahoma State University (2)
Old Adirondack Furniture (1)
ON Semiconductor (9)
Onix Microsystems (1)
Optillion AB (1)
OPTUM-IES (2)
Palmborg Associates, Inc. (2)
Penn State University (3)
Performance Consulting (1)
PerkinElmer (2)
Peter Wolters CMP Systeme (1)
Philips (45)
Piezo Technology Inc. (1)
Planar Systems (2)
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PolarFab (3)
Politecnico of Milano (1)
Powerex, Inc. (3)
PRI Automation (2)
Productivity Partners Ltd (1)
Professional Control Corp - PCC (1)
ProMOS Tech. (1)
Propsys Brightriver (1)
PSI Technologies, Inc. (1)
Quanta Display Inc. (1)
Ramsey Associates (1)
Raytheon (5)
Read-Rite Corporation (1)
Redicon Metal (1)
Rexam (1)
Rockwell Automation (1)
RTRON Corporation (2)
SAE Magnetics (2)
Saint-Gobain Company (1)
SAMES (1)
Samsung (13)
Sandia National Labs (2)
San Diego State University (1)
SAP AG (1)
Sarcon Microsystems, Inc. (1)
Sarnoff Corporation (2)
SAS (2)
Seagate Technology (23)
SEMATECH (18)
Semiconductor Research Corp. (1)
SemiTorr NorthWest, Inc. (1)
Senzpak Pte Ltd. (1)
Serus Corporation (1)
Shanghai Grace Semiconductor Mfg. (2)
SiGen Corporation (1)
Silicon Integrated Systems Corp. (3)
Silicon Manufacturing Partners (4)
Silicon Sensing Products UK (2)
Silterra Malaysia Sdn. Bhd. (6)
SIM-BCD (1)
Sipex Corporation (1)
Skyworks Solutions, Inc. (3)
SMIC (3)
Solectron (1)
Sony Semiconductor (13)
SoundView Technology (2)
Southern Wire Industries (1)
SSMC (7)
STMicroelectronics (44)
Stonelake Ltd. (1)
Storage Technology de Puerto Rico (1)
Sun Microsystems (2)
SUNY-Binghamton (1)
Superconductor Technologies, Inc. (1)
Süss MicroTec AG (1)
Synquest (2)
Syracuse University (1)
Systems Implementation Services (2)

Takvorian Consulting (1)
Tata Technologies (1)
TDK (4)
TECH Semiconductor Singapore (21)
Technical University of  Eindhoven (2)
Technische Universitat Ilmenau (1)
TEFEN USA (1)
Teradyne (1)
Terosil, a.s. (1)
Texas A&M University (2)
Texas Instruments (32)
Tokyo Electron Deutschland (1)
Toppoly Optoelectronics (1)
Tower Semiconductor Ltd. (2)
Toyota CRDL (1)
Triniti Corporation (1)
TriQuint Semiconductor (8)
Tru-Si Technologies (1)
TRW (4)
TSMC (11)
UMC (6)
United Monolithic Semiconductors (2)
Unitopia Taiwan Corporation (1)
University College of Cape Breton (1)
University of Aizu - Japan (1)
University of Arkansas (1)
University of California - Berkeley (6)
University of Cincinnati (1)
University of Groningen - Netherlands (1)
University of Illinois (2)
University of Karlsruhe (1)
University of Notre Dame (1)
University of Southern California (2)
University of  Texas at Austin (1)
University of Ulsan - S. Korea (1)
University of Virginia (2)
University of  Wuerzburg - Germany (1)
Univ. Muhammadiyah Surakarta (1)
University Porto (1)
Value2U Inc. (1)
VIR, Incorporated (1)
Virginia Tech (10)
Vishay (1)
Voltas Limited (1)
Wacker Siltronic (2)
WaferTech (15)
Win Semiconductor (1)
Wright Williams & Kelly (4)
Xerox Brazil (1)
X-FAB Texas, Inc. (3)
Yonsei University (1)
Zetek PLC (1)
ZMC International Pte Ltd (2)
Unlisted Companies (13)

Consultants
V. A. Ames (Productivity System innovations)
Carrie Beam
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Ron Billings (FABQ)
Tom Blount
Javier Bonal
Steven Brown
Stuart Carr
Alison Cohen
Paul Czarnocki
Doreen Erickson
Scott Erjavic
Greg Fernandez
Ted Forsman
Navi Grewal
Cory Hanosh
Jani Jasadiredja
Norbie Lavigne
Bill Parr
Steve Perry (S. Perry Associates)
Peter Polgar (P Squared Enterprises)
Nagaraja Jagannadha Rao
Michael Ray
Lyle Rusanowski
Mark Spearman (Factory Physics, Inc.)
Dan Theodore
Craig Volonoski
Henry Watts (CAMDesigns)

Note: Inclusion in the subscriber profile for this
newsletter indicates an interest, on the part of
individual subscribers, in cycle time management. It
does not imply any endorsement of FabTime or its
products by any individual or his or her company. To
subscribe to the newsletter, send email to
newsletter@FabTime.com. You can also subscribe
online at www.FabTime.com.  To unsubscribe, send
email to newsletter@FabTime.com with
“Unsubscribe” in the subject. FabTime will not,
under any circumstances, give your email address or
other contact information to anyone outside of
FabTime without your explicit permission.
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