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Welcome to Volume 2, Issue 1 of  the FabTime Cycle Time Management
Newsletter. In this issue, we have no responses to last month’s newsletter
topic (it’s not a good time of  year for things like that), but we do have a
bunch of  recommendations and resources.

New on FabTime’s website is a directory of  conferences and trade shows
that we think will be of interest to people who work in wafer fabs
(www.fabtime.com/confs.htm). We’ve included conference dates and loca-
tions, as well as paper deadlines (some of  you know that we frequently
encourage our friends to write more papers). If you know of a conference
or trade show that you think should be added, please email your suggestion
to Jennifer.Robinson@FabTime.com.

The new topic for this issue is the impact of  batch size decision rules on
cycle time. Batch tools are frequently subject to conflicting interests. On the
one hand, we want to run them as full as possible, to minimize wasted
capacity from half-empty batches. On the other hand, we want to minimize
the contribution of the batch tools to cycle time. And as you’ll probably
expect if  you’ve been reading previous newsletter issues, these two goals
often conflict. In this issue we’ll review why that is, and present some guide-
lines for balancing objectives at batch equipment.

Thanks for reading! -- Jennifer
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Batch Size Decision Policies
There are two basic types of batch size
decision policies. The first type are known
as Minimum Batch Size (MBS) decision
rules, or threshold policies. An MBS rule
simply states that, whenever there are N
lots in queue, ready to form a batch, and a
furnace is available, the operator should
immediately start processing those N lots.
Here N could be any value from one up to
the maximum load size for the furnace. An
MBS rule with a load size of  one is some-
times referred to as a “greedy” policy,
while one with the maximum load size is
called a “force-full” policy (since the
furnace is only run when it is as full as
possible). The latter policy is also some-
times referred to as a “near-full” policy,
since it’s not always possible to completely
fill a batch (due to yield loss or lot/batch

size mis-match), and in practice
the batch is filled as near to full
as practical.

The other category of batch
size decision rules are known
as “look-ahead” rules. With a
look-ahead rule, the furnace
operator looks ahead in some
way to see which lots are
expected to arrive soon, and
sometimes waits to form the

batch until additional lots arrive. Different
methodologies are used to decide when to
wait, but the general idea is to minimize
the sum of the expected waiting time for
lots already in queue and lots expected to
arrive within some time window. Look-
ahead policies are naturally dependent on
the accuracy of  the information concern-
ing future arrivals, and require the presence
of some sort of predictive control system.
For the remainder of  this article, we will
focus mainly on threshold policies, rather
than look-ahead policies.

Background
Batch tools are tools in which more than
one lot may be processed at one time.
They are generally used for long opera-
tions, such as furnace bake operations. For
example, a typical batch furnace might be
able to process up to eight lots at one time,
and have a process time of up to twelve
hours. Processing time is usually indepen-
dent of the number of lots in a batch, and
once a batch process begins, it cannot be
interrupted to allow other lots to join.

From a local perspective, when a furnace is
available and full loads are waiting, the
decision to process a batch is obvious,
since no advantage can be gained at that
work area by waiting (although a decision
may still be needed concerning which
product type to process). However, when
there is a furnace available and
only partial loads of products
are waiting, a decision must be
made to either start a (partial)
batch or wait for more products
to arrive.

There are two problems with
running a partial batch. One is
that the unused capacity of the
furnace will be “wasted.” The
other problem is that lots that
arrive immediately after the batch starts
cannot be added to the batch, and might
have to wait many hours until another
furnace is available.

There are also problems that stem from
waiting to form a full batch. The lots that
are waiting to be processed incur extra
queue time while waiting for other lots to
arrive. The furnace is held idle, driving
down its efficiency. And full batches
contribute more to variability after the
furnace operation.
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“Look-ahead
policies are natu-
rally dependent on
the accuracy of the
information con-
cerning future

arrivals.”
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We would like to note here a couple of
specific situations in which look-ahead
policies may be necessary. First, if  you
have a batch tool that has many different
recipes that can’t be batched together (e.g.
all step-specific batching), it can be diffi-
cult to fill batches at all, because the
likelihood of getting a full batch into the
queue at once is very small. Here a full-
batch policy is terrible, because there is so
much waiting, but a greedy policy may lead
to unacceptably small batches. This situa-
tion can be compounded in fabs that
attempt to improve cycle times by running
small lot sizes. If  the maximum batch size
is much greater than the average lot size
(e.g. you run 4-wafer lots, and have a 200-
wafer capacity batch tool), you may need
to wait to group some number of lots
together, even if not a full batch. Other-
wise, the tool will always run nearly empty,
and its practical capacity will be very low.
In these situations, a look-ahead policy of
some sort may be necessary.

Minimum Batch Size Rules
MBS rules are easier to implement than
look-ahead rules. We simply select a
threshold, N, and form a batch whenever
N or more lots (of the same type) are ready
to be processed. If more lots are available
than the capacity of the furnace, a first-in-
first-out rule is usually used to select
between then. The difficulty with MBS
rules lies in selecting the threshold, N. Do
we set N high, to minimize the amount of
unused space in process batches? Or do we
set N low, to minimize the queue time of
lots that are already waiting? It turns out
that the answer depends on how highly
loaded the furnace is. If  we have a furnace
with a very low utilization, and we always
wait to process full batches, we will artifi-
cially inflate lot cycle times. Here’s a
simple example:

Full-Batch Policy
Suppose we have a single furnace, that can

process up to eight lots at one time, and
has an eight-hour process time (constant).
If a single lot arrives every two hours
(constant time between lot arrivals), then
on average the furnace will be loaded to
50% of its capacity (since it can process
eight lots every eight hours, but only four
lots arrive every eight hours). Suppose that
the furnace has just started processing a
batch, and call this time zero. Let’s look at
what happens when we wait to form full
batches. We won’t be able to start another
batch until eight lots have arrived, 16
hours from now. We get the following
pattern of arrival, start process, and queue
times, where queue time is simply Start
Time - Arrival Time:

The average queue time is
(14+12+10+8+6+4+2)/8 = 56/8 = 7
hours. Because everything is constant in
this example, the entire pattern just re-
peats, thus the average queue time across
all lots for the full batch scenario is eight
hours, nearly equal to the raw process time
of  eight hours.

Greedy-Policy
Now suppose that instead of  forming full
batches, we use a greedy policy and start
processing a batch whenever the furnace is
free, and lots are available. In this case,
we’ll start a new batch every eight hours
(every time the furnace becomes free).
Starting with the same starting point as
previously, we have the following pattern:
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Now the average queue time is
(6+4+2+0+6+4+2+0)/8 = 24/8 = 3
hours. We’ve eliminated four hours of
queue time, on average, for all lots, by not
forcing a low-utilization furnace to be
loaded to full all the time.

Single-Tool Simulation Results
Obviously, the above example is unrealis-
tic -- with constant process and interarrival
times. We ran a series of  simulation models
of this system, with highly variable times
between arrivals (exponential). We varied
the interarrival time, to look at the interac-
tion between furnace utilization and
minimum batch size, and also varied the
threshold value. The results for minimum
batch sizes of 1 (greedy) to 7 (nearly full)

are shown in the chart below. We ran each
simulation for 5 years, and only include
results from a single replication for illustra-
tion. The numbers plotted are system cycle
time divided by raw process time.

Here we see that until the furnace is
loaded to about 90%, a greedy (minimum
batch size of one) policy results in lower
cycle times than a full-batch policy. At
high utilizations there is a very slight
improvement from using a near full-batch
policy over a greedy policy. This is consis-
tent with other research in this area.

Full Fab Model Simulation Results
Now, you might wonder if  this has any
effect on the factory as a whole. After all,
an extra few hours here or there on the
furnaces could be lost in the noise relative
to the overall cycle time. We therefore did
another experiment using a simplified
version of a full factory model. The model
had two products, 115 steps per process
flow, 22 tool groups, and 21 operator
groups. We simulated this model for two
years, varying the start rate to allow differ-
ent levels of bottleneck utilization for each
run. The results are on the following page.
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In the full factory model, the average cycle time is almost 70% greater for the full-batch
policy than for the greedy policy at very low utilizations. Up to 80% loading, the greedy
batch policy yields lower cycle times. For very highly loaded fabs the full-batch policy
yields essentially the same results as the greedy policy.

For a more extreme example of  the impact of  batching on this fab, we modified the
factory to have a greater number of  products. We held the total volume the same, but
divided it among seven products instead of  two. All products used the same process flow,
but for certain batch tools in the model, lots of different product types could not be
batched together. This change thus increased the volume of  distinct batch IDs in the
model. The change led to a slight degradation in performance under the greedy policy, and
to a significant cycle time increase under a full-batch policy, as follows:
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Clearly, batching policy makes a big differ-
ence in this high-product mix fab, because
there are so many distinct batch IDs. Lots
almost always wait a long time to form a
batch under a full-batch policy, especially
for very low utilizations. The increase in
cycle time between this case and the
previous case also illustrates how sensitive
fab models can be to batching rules (in this
case, decisions about which types of lots
can be batched together).

Single-Sentence Summary
For batch tools that are not highly loaded,
setting a high threshold for a minimum
batch size decision rule (forcing full or
near-full batches) can significantly increase
local cycle times, as well as overall fab
cycle times.

Further Explanation
Applying a full-batch policy to a tool that
is not highly loaded can significantly
degrade performance. Applying a greedy-
policy to a highly loaded tool, on the other
hand, has at worst a slight negative effect
in most cases (with the exceptions noted
above for very small lot sizes and/or
abundant recipes). The reason for this is
simple. Suppose you have a greedy rule,
and you start a batch with only a single lot
in it, even though the furnace is in general
highly loaded. By the time the batch
finishes, and the tool is ready to process
another batch, there will probably be a
whole bunch of lots waiting in queue, so
that the next batch will be large. Remem-
ber that a greedy policy just means that the
operator will start processing if only one
lot is there, but if many lots are there ready
to be processed, then the operator will take
as many as can fit in the furnace.

One other point is that a full-batch policy
contributes more variability to the fab than
a greedy policy, and this is part of  what
drives up overall fab cycle times. For

example, suppose you have the batch tool
described in the example above (capacity
of eight lots, eight hour process time), and
the batch step is followed by an inspect
step that takes place on one lot at a time.
Now suppose that the process time on the
inspect step is 15 minutes. The inspect tool
can process four lots per hour, compared
with the batch tool, which processes eight
lots in eight hours, or one lot per hour.
Clearly, the inspect step is not a bottleneck
for the sequence. However, when you
dump a batch of eight lots in front of the
inspect step after finishing at the furnace,
most of them will have to wait, because
the inspect tool can only process one lot at
a time. One of the lots waits 15 minutes,
the next waits 30 minutes, etc., until the
last lot waits for an hour and forty-five
minutes, or seven times the raw process
time of  the inspect step. In practice, a fab
will have multiple identical inspect tools,
mitigating the effect of this situation, but
you’re still going to be better off  in terms
of overall cycle times with smaller, more
frequently released batches.

Conclusion
There are sometimes process or cost
reasons to attempt to run full batches in a
wafer fab. However, artificially imposing
mimimum high batch size policies for tools
that are not heavily loaded can signifi-
cantly increase overall fab cycle times. For
most tools, a greedy batching policy works
well at lower utilizations, and still per-
forms acceptably at higher loadings (when
the batches become full by default). This
rule is easy to apply, and fairly robust to
changes in product mix. In a few situa-
tions, however, such as when there are
many distinct batch IDs, or there is a mis-
match of some sort between lot size and
maximum batch size, something smarter
than a simple threshold policy is necessary.
Here the application of  look-ahead rules
can improve factory performance.

Page 6



FabTime

Volume 2,  No. 1

Cycle Time
Management
Newsletter

Winter Simulation Conference
I attended the Winter Simulation Confer-
ence in Orlando last month. As in the past
few years, I found lots of good papers on
the use of simulation in semiconductor
manufacturing. You can download these
papers from www.informs-cs.org
(www.informs-cs.org/wsc00papers/
prog00.htm#SE to go directly to the
semiconductor track for this year). I was
only sorry that I had to cut my trip short,

and didn’t have time to spend with all of
the people I would have liked to see.
Maybe next year... the conference will be in
Alexandria, Virginia, and contributed
papers are due in April.

FabTime welcomes the opportunity to
publish announcements for individuals or
companies. Simply send them to
Jennifer.Robinson@FabTime.com.

Community News / Announcements

Additional References
For a much more detailed discussion on
batch size decision rules, see “A review of
real-time control strategies for furnace
batch sizing in semiconductor manufactur-
ing” by J. K. Robinson, J. W. Fowler, and J.
F. Bard, available from www.fabtime.com /
abs_MfgRev.htm.

Other articles that discuss batch size
decisions in wafer fabs include:

R. Deb and R. F. Serfozo, “Optimal
control of  batch service queues,” Advances
in Applied Probability, vol. 5, no. 2, pp. 340-
361, 1973.

J. W. Fowler, D. T. Phillips, and G. L.
Hogg, “Real time control of  multiproduct
bulk service semiconductor manufacturing
processes,” IEEE Transactions on Semiconduc-
tor Manufacturing, vol. 5, no. 2, pp. 158-163,
1992.

C. R. Glassey and W. W. Weng, “Dy-
namic batching heuristic for simultaneous
processing,” IEEE Transactions on Semicon-
ductor Manufacturing, vol. 14, no. 2, pp. 77-
82, 1991.

H. Gurnani, R. Anupindi, and R.
Akella, “Control of batch processing
systems in semiconductor wafer fabrication

facilities,” IEEE Transactions on Semiconduc-
tor Manufacturing, vol. 5, no. 4, pp. 319-328,
1992.

M. F. Neuts and R. Nadarajan, “A
multiserver queue with thresholds for the
acceptance of  customers into service,”
Operations Research, vol. 30, no. 5, pp. 948-
960, 1982.

W. B. Powell and P. Humblet, “The
bulk service queue with a general control
strategy: theoretical analysis and a new
computational procedure,” Operations
Research, vol. 34, no. 2, pp. 267-275, 1986.

J. K. Robinson, J. W. Fowler, and J. F.
Bard, “The use of upstream and down-
stream information in scheduling semicon-
ductor batch operations,” International
Journal of  Production Research, vol. 33, no. 7,
1849-1870, 1995. (abstract at http://
www.fabtime.com/abs_IJPR.htm).

W. W. Weng and R. C. Leachman, “An
improved methodology for real-time
production decisions at batch-process
work stations,” IEEE Transactions on
Semiconductor Manufacturing, 1993.
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FabTime Recommendations
The 2000 Update for the International

Technology Roadmap for Semiconductors
(ITRS) was released to the public in
December. You can download the associ-
ated PDF files from the ITRS website, at
http://public.itrs.net/Home.htm. The
roadmap is an assessment of the semicon-
ductor industry’s technology requirements,
to ensure performance advances. This
assessment, called roadmapping, is a
cooperative effort of the global industry
manufacturers and suppliers, government
organizations, consortia, and universities,
with communication organized by
SEMATECH.

The high tech industry is filled with
acronyms. If  you come across an acronym
that you don’t recognize, we suggest trying
the Acronym Finder website
(www.acronymfinder.com). It includes
multiple definitions for each acronym, with
the most common definitions listed first.

Subscriber List

The site appears to be advertising spon-
sored, and thus has many annoying blink-
ing ads, but it’s quite useful.

FabTime’s Book of  the Month for
January is “Faster: The Acceleration of
Just About Everything,” by James Gleick.
You can find this review at
www.fabtime.com/faster.htm. The book
also has a website at www.fasterbook.com.
The website includes excepts and links for
each chapter, as well as links to the
author’s webpage, and to the US Naval
Observatory’s master clock time,
tycho.usno.navy.mil/cgi-bin/timer.pl.

The January 7th issue of the Journal of
Production Economics (Volume 69, No. 1)
appears to be focused on measuring  pro-
ductive efficiency. I have abstracts, if
anyone is interested, or you can view them
at www.elsevier.nl/locate/issn/09255273.
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Independent Consultants:
Stuart Carr
Alison Cohen
Ted Forsman
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Craig Volonoski

Note: Inclusion in the subscriber profile for
this newsletter indicates an interest, on the
part of individual subscribers, in cycle time
management. It does not imply any en-
dorsement of FabTime or its products by
any individual or his or her company. To
protect the privacy of our subscribers,
email addresses are not printed in the
newsletter. If  you wish contact the sub-
scribers from a particular company directly,
simply email your request to the editor at
Jennifer.Robinson@FabTime.com. To
subscribe to the newsletter, send email to
the same address. We will not, under any
circumstances, give your personal informa-
tion to anyone outside of FabTime.
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